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Abstract:  Multi-label learning and classification difficulties appeared in many real-world applications of Data mining and AI 

systems. These situations create a wide range of problems in today's big data era as data streams problems. Although a significant 

amount of classification for multiple labeling for both normal data and streams data have been made as to the advancement of the 

basic classifier and different ensemble ways, the multi-label data streams challenge still a hot topic for research works. Therefore, 

this paper proposes a mechanism to support the big data streams problems of multiple labeling based on lazy classification of K-

nearest neighbor, namely ML-KNN. The experiments are carried out using the standard multi-label data streams set and executed 

with the state-of-the-art data streams algorithms and also compared with the previous multi-label research works. The proposed 

method makes a significant performance for multi-label classification among the well-known and existing works of different 

advancements. 

 

Index Terms - AI Systems, Big Data, Data Mining, Data Streams, Lazy Classification, ML-KNN, Multi-label Classification 

 

I. INTRODUCTION 

The most real-world applications of today big data era need to classify many different categories in accurate manner, and this 

emerge multi-label classification problems in data mining paradigms. These problems still exist and newly attracted for research 

sights from practical world application of image/video annotation, text classification, and social network analysis and many more 

in various domains. These structured data streams are produced in real time inexpertly with different rates and this create storage 

problem, processing time and probabilistic distributions of data over time and may be different types of group. Therefore, the 

application based on data streams classification need to emphasize not only to obtain better performance but also to get the correctly 

classification among the multi labels [1, 2]. 

The normal single-label classification is considered that one instance belongs to one class whereas in the multi-label problem, 

one instance may be allocated to multiple class simultaneously. Since single label classification problem is merely a special one, 

multiple labelling is considered as a more difficult and complicated case. Furthermore, the multi-label classification for extremely 

large unlimited data streams which arrived unexpected time is the most difficult problems in data mining fields. This condition 

become more critical when the data streams of multiple classes has imbalance label problems and the researchers need to give more 

attention to solve these matters [1, 3]. 

The multi-label classification problems can be grouped into two main categories algorithm adaptation and problem 

transformation. In the problem transformation paradigm, multi-label problem is transformed into single label problems and uses 

single label classifiers and avoids the restrictions of classification mechanism. In the adaptation mechanism, the specified algorithm 

is modified to handle multi label classification and this may be the most suitable for specific domains but may not be flexible as it 

may has high complexity [4]. 

Therefore, this paper proposed a mechanism to solve the multiple class label problems of data streams by using the multi-label 

K-nearest neighbor, ML-KNN in adaptation manner from basic KNN for the specific domain of text categorization. 

The rest of the paper is organized as follow; firstly, section 2 discussed the previous research works to solve the data streams 

classification problems of multiple labelling. Then section 3 describes the multi-label KNN and section 4 presents about the 

experimental evolution. Finally, section 5 conclude the multi-label research works. 
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II. RELATED WORKS 

Although, there are many works for the multi label classification problems, this section describes some of the most related 

researches. 

The authors in [2, 5] proposed a model for multi-label classification in adaptively by using AMRule for multi-target regression 

analysis. They described different streaming methods, issues and various challenges affect the performance of the classification 

model. Their propose model use aggregator concept by controlling classification of multiple labels with the help of heuristics values. 

Although, this model provides a high accuracy rate, the time taken is very large and they recommend reducing the time at the pre-

processing stage. 

The group in [6] propose a modelling method for multi-label data streams classification using recurrent concept. Their proposed 

framework maintains multi-label concept pool from the changes of incoming instances and corresponding classifiers. They used 

space dimension reduction method to transform the labels into encoded space and the models is trained in that reduced space. The 

decoding matrix is updated by the analytical method and it is used to convert the labels to the original space during the testing stage. 

They used synthetic and real-world datasets to show the effectiveness of their system show the high-performance results. 

The wide knowledge of multi-label classification such as techniques, metrics and problem analysis can be found in [7]. The 

extensive research surveys for multi-label classification for data streams have been done in [8, 9]. They describe the state-of-the-art 

multi-label algorithms and standard datasets to generate benchmark records for data stream classification. 

The researchers in [1] create a novel classification method based on KNN and random walk for multi class data streams, named 

MLRWKNN. Their method builds random walk graph from vertices set for KNN training samples and the correlations among the 

training samples are performed as the edge set to reduce the time and space. This method increases the measurement of the similarity 

using the discrete and continuous features. The label prediction is performed by reducing the subjectivity threshold. They use Flags 

and Genbase datasets to show the effectiveness of their model and compared among the well-known classifiers and they get the high 

performance. 

The research in [9-12] performs the multi-label data stream classification with different popular well-known algorithms and their 

various advancement methods and showed their results for the same dataset IMDB used in this paper. Some methods include 

ensemble mechanisms of different combination of classifiers to improve the performances. When they get the higher accuracy in 

classification, they suffer from the complexity for time and memory space and vice versa. The detail results will be shown in 

experiments section. Therefore, the works in this paper intended to try to find the better approach to improve the accuracy result for 

multi-label streams. 

 

III. MULTI-LABEL K-NEAREST NEIGHBOR  CLASSIFICATION 

K-nearest neighbor, KNN is the simplest approach in classification mechanisms. When the new label arrived, KNN find for 

nearest neighbor of it by finding the feature distance between the new label and existing label. When the nearest sample is found, 

it is grouped to the same samples. The KNN only work when new sample comes and any new model is created from KNN, it is so 

called lazy learning or instance-based Learning [7]. 

ML-KNN is the advancement of KNN to solve the multi-label problems and developed by [13]. It is not lazy as the classic KNN 

and builds two pieces of limited information models for each label in the multi-label dataset, MLD; priori probabilities and 

conditional probabilities. 

Let x be an instance and Y be the associated label set of it and 𝑌 ⊆  𝒴, suppose ML-KNN consider KNNs in its implementation. 

Let the category vector of x be 𝑦⃗𝑥 where the label component of l, 𝑦⃗𝑡(𝑙) (𝑙 ∈ 𝒴) is 1 if (𝑙 ∈ 𝑌) and otherwise it is equal to 0. Let 

N(x) be the set of classifiers KNNs for x instance in the train set. Therefore, a new membership counting vector is calculated from 

the neighbors label as follow. 

𝐶𝑥(𝑙) = ∑ 𝑦⃗𝑎(𝑙), 𝑙 ∈

𝑎 ∈ 𝑁(𝑥)

 𝑌                                     (1) 

where 𝐶𝑥(𝑙) is the number of x neighbors to the class label, 𝑙. 
Let 𝑡 be the test instance and 𝑁(𝑡) be the training set of t. Let 𝐻1

𝑙  be the event of instance 𝑡 with 𝑙 label while 𝐻1
𝑙  be with no label. 

The event is 𝐸𝑗
𝑙(𝑗 ∈ {0,1, … , 𝐾}) among the KNN classifiers of t instance where j instances with label l. Therefore, the category 

vector 𝑦⃗𝑡 is examined using the MAP principle as follow. 

𝑦⃗𝑡(𝑙) = arg max
𝑏∈{0,1}

𝑃(𝐻𝑏
𝑙 |𝐸

𝐶𝑡(𝑙)
𝑙 ), 𝑙 ∈ 𝑌                 (2) 

    

Equation (2) can be written by using the Bayesian rule as follow. 

𝑦⃗𝑡(𝑙) = arg max
b∈{0,1}

𝑃(𝐻𝑏
𝑙 ) 𝑃(𝐸

𝐶𝑡(𝑙)
𝑙 |𝐻𝑏

𝑙 )

𝑃(𝐸
𝐶𝑡(𝑙)
𝑙 )

 

=  𝑎𝑟𝑔 max
𝑏∈{0,1}

𝑃(𝐻𝑏
𝑙 )𝑃( 𝐸

𝐶𝑡(𝑙)
𝑙 |𝐻𝑏

𝑙 )                          (3) 

 

To determine 𝑦⃗𝑡, the category vector, uses two information model of prior probabilities and posterior probabilities. The prior 

probabilities is 𝑃(𝐻𝑏
𝑙 )(𝑙 ∈ 𝑦, 𝑏 ∈ {0,1}) and the posterior probabilities is 𝑃(𝐸𝑗

𝑙 ∈ 𝐻𝑏
𝑙 )( 𝑗 ∈ {0,1, … . , 𝐾}).   
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IV. EXPERIMENTAL SETUP AND RESULTS 

The comprehensive experiments are carried out to handle the multi-label problems in big data streams to find the best problem 

solvers. As, the system is intended to solve the big data streams problems of multi-label classification, the dataset for this 

experiments need to be large dataset and multi-label type. To show the proposed ML-KNN is better than the other multi-label 

classifiers, the experiments are carried out with different popular corresponding classifiers and compare with the well-known 

algorithms and previous proposed systems.  

 

A. Database Description 

The one of standard multi label dataset, IMDB [14] is used for the experiments. It is the collection of the text description of the 

movie database of the internet. It consists of 120919 instances, with 1001 binary attributes and 28 class labels. 

 

B. Evaluation Metrics 

The most common measurement for multi label streams classification are described. 

Hamming loss: It is the loss of the average classification error calculated by the fraction of all incorrect labels to the total m 

labels. The Hamming loss can be defined as follow: 

Hamming loss =
1

N
 ∑

yi⨁ŷi

m

N

i=1

                                                        (4) 

 

where  is the symmetric difference between the two true label and predicted label sets. The smaller amount of Hamming loss 

value indicates the better performance of the classifier. 

Hamming Score: Hamming score is a measure of per-label accuracy defined as: 

𝐻𝑎𝑚𝑚𝑖𝑛𝑔 𝑠𝑐𝑜𝑟𝑒 =  
1

𝑁𝐿 
 ∑ ∑ 𝐼| 𝑦𝑙  = 𝑧𝑙 , 𝑦𝑙 ∈ 𝑌𝑖 , 𝑧𝑙 ∈ 𝑍𝑖  

𝐿

𝑙=0

𝑁

𝑖=0

      (5) 

 

where N is the total instances, L is the total number of labels, Yi is the correct label set and Zi is the predicted label set. The 

classifier made the final prediction with the highest Hamming Score. 

Accuracy: The accuracy of the multi-label uses the index of the Jaccard to measure the similarity between the true label set and 

predict label sets and can be defined as 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
1

𝑁
 ∑

|𝑌𝑖 ∩  𝑍𝑖|

|𝑌𝑖 ∪  𝑍𝑖|

𝑁

𝑖=0

                                                                       (6) 

 

Subset Accuracy: It is a very strict metric to evaluate the frequency of correctly predicted label set and can be calculated as 

follow. 

𝑆𝑢𝑏𝑠𝑒𝑡 𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
1

𝑁
 ∑ 𝐼 | 𝑌𝑖

𝑁

𝑖=0

=  𝑍𝑖                                                          (7) 

 

C. Experimental Results 

The experiment is started to find the best classifier among the well-known algorithms of the multi-label classification for the 

targeted IMDB dataset prescribed above. The algorithms are executed with the prequential multi label evaluation method and they 

use the default parameters values in the same environment such as the value of k is 5 and with a window, w=100 instances. The 

performance results for the popular multi-label classification data streams algorithms and the proposed method are described in 

Table 1. 
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Table 1.  Performance results of well-known multi-label algorithms and proposed mechanism 
 

Algorithm 
Subset 

accuracy 

Hamming 

Score 

Accuracy 

(%) 
Kappa 

Kappa 

Temp 
Time (s) 

Memory 

(bytes) 

ISOUPTree 0.040 0.345 0.70 0.03 0.04 80.33 60.91 

PerceptronClassification 0.084 0.733 0.71 0.07 0.08 16.30 0.32 

RandomMultiLabel 0.153 0.147 0.50 0.15 0.15 11.59 0.15 

NaiveBayes 0.078 0.076 0.64 0.08 0.08 27.38 0.59 

ML-SAM-KNN 0.158 0.145 0.82 0.14 0.15 90 64.78 

Proposed method 0.206 0.199 0.86 0.20 0.21 80.88 60.06 

 

Table 2.  Performance Comparison for the Previous Works and Proposed Method 

 

Previous Works Hamming loss Hamming Score Subset accuracy 

iSOUP-MT [10], 2016 - 0.9282 0.0187  

iSOUP-RT [10], 2016 - 0.9284 0.0026  

iSOUP-RT (EBRT) [10], 2016 - 0.9286 0.0007  

iSOUP-MT (EBMT) [10], 2016 - 0.9286 0.0031  

HTPS [10], 2016 - 0.8886 0.0435  

EAHTPS [10], 2016 - 0.9151 0.1955  

Naïve Bayes [11], 2019 - 0.0896 - 

AODE [11], 2019 - 0.1982 - 

Mode Imputation [11], 2019 - 0.1994 - 

Table Expansion [11], 2019 - 0.1906 - 

ML-SAM-kNN [12], 2019 0.0456  - 0.154  

MHT [12], 2019 0.1059 - 0.195 

MLOzaBag[9], 2019 0.1304 - 0.134 

MLAW[9], 2019 0.0986 - 0.129 

Proposed method - 0.199 0.206 

 

As can be seen from the Table 1, the accuracy of the multi label KNN outperform among the well-known methods. The 

advancement of ML-KNN and the newest algorithm of KNN, self-adjustment of the memory consumption ML-SAM-KNN give 

worse results than the normal ML-KNN for the IMDB dataset because the nature of the streams is more suitable for non-drifting. 

The ML-SAM-KNN consume the longest time and the largest amount of memory for the target dataset. The random multi-label 

classifier produces the worst result among the tested algorithms. However, it takes only the minimum amount of and memory 

consumption and time. The ISOUPTree provides the least subset accuracy rate. Then the experiments are continued to compare the 

previous existing research works and the proposed mechanism. The results for the comparison with the standard measurement are 

described in Table 2. 

The previous works for the IMDB data streams include wide ranges of classification from single classifier to different ensemble 

classification and many advancement algorithms for the basic classifiers. The results from the Table 2 prove the effectiveness of 

the proposed method over the previous works and gives the fact that the normal clustering method of KNN for multi label 

classification, MLKNN is the most suitable for the IMDB streams. It outperforms the most popular fast method of data streams 

classification, Hoeffding Tree associated classification methods. 

 

V. CONCLUSION 

 This paper analysed the various techniques of multi label classification paradigm in data stream classification and proposed 

a multi label classification method of KNN for classification of data streams in IMDB dataset. The lazy learning results of the 

statistical information are compared with different well-known algorithms and other previous research works of different 

advancements. Although ML-KNN utilizes the larger amount of memory to determine the label set, it gives the best result for the 

IMDB dataset and clearly show the fact that the performance of data streams classifier for the multi-label categorization depend on 

the nature of data streams. 
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